
 

 

 
www.ijemst.net 

Assessing AI-generated (GPT-4) Versus 

Human Created MCQs In Mathematics 

Education: A Comparative Inquiry into 

Vector Topics 
 

 

Laura Kuusemets  

University of Tartu, Estonia 

 

Kristin Parve  

Tallinn University, Estonia 

 

Kati Ain  

University of Tartu, Estonia 

 

Tiina Kraav  

University of Tartu, Estonia 

 

 
 

 

 

 

To cite this article:  
 

Kuusemets, L., Parve, K., Ain, K., & Kraav, T. (2024). Assessing AI-generated (GPT-4) 

versus human created MCQs in mathematics education: A comparative inquiry into vector 

topics. International Journal of Education in Mathematics, Science, and Technology 

(IJEMST), 12(6), 1538-1558. https://doi.org/10.46328/ijemst.4440 
 

 

 

 

 

The International Journal of Education in Mathematics, Science, and Technology (IJEMST) is a peer-

reviewed scholarly online journal. This article may be used for research, teaching, and private study 

purposes. Authors alone are responsible for the contents of their articles. The journal owns the copyright of 

the articles. The publisher shall not be liable for any loss, actions, claims, proceedings, demand, or costs or 

damages whatsoever or howsoever caused arising directly or indirectly in connection with or arising out of 

the use of the research material. All authors are requested to disclose any actual or potential conflict of 

interest including any financial, personal or other relationships with other people or organizations regarding 

the submitted work. 

 

 This work is licensed under a Creative Commons Attribution-NonCommercial-ShareAlike 4.0 International License. 
 

 

http://www.ijemst.net/


 

 

International Journal of Education in Mathematics, Science and Technology 
 

2024, Vol. 12, No. 6, 1538-1558 https://doi.org/10.46328/ijemst.4440 

 

1538 

Assessing AI-generated (GPT-4) Versus Human Created MCQs in 

Mathematics Education: A Comparative Inquiry into Vector Topics 

 

Laura Kuusemets, Kristin Parve, Kati Ain, Tiina Kraav 

 

Article Info  Abstract 

Article History 

Received: 

01 May 2024 

Accepted: 

03 September 2024 

 

 Using multiple-choice questions as learning and assessment tools is standard at all 

levels of education. However, when discussing the positive and negative aspects 

of their use, the time and complexity involved in producing plausible distractor 

options emerge as a disadvantage that offsets the time savings in relation to 

feedback. The article attempts to understand whether, with the AI conquests on 

the educational landscape, we can now remove this aspect from the list of 

drawbacks. This paper aims to determine the suitability of GPT-4 for generating 

questions and answer options for multiple-choice questions using prompts in 

Estonian on topics related to vectors and their similarities and differences 

compared to questions and answers created by a human expert. The results show 

that GPT-4 can generate multiple-choice questions and answer options based on 

given learning objectives, theory, and sample problems. However, the suggested 

correct answer option often requires correction and is not yet linguistically at such 

a level that teachers can use the questions without editing. Verifying the generated 

tasks still becomes labour-intensive for teachers. Nonetheless, it is more crucial 

that the AI tool accurately determines the correct answer than that some of the 

generated distractors are not plausible. 
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Introduction 

 

Artificial Intelligence (AI) has gained tremendous popularity in various fields in recent years and is increasingly 

making its presence felt in education. Artificial intelligence tools for education (AIE) have become commonplace 

in schools worldwide (Baker & Smith, 2019; Zhai et al., 2021). To date, these AI tools still require varying degrees 

of human involvement to monitor task progress or ensure feedback accuracy (Kaplan & Haenlein, 2019). 

However, the potential disappearance of the teaching profession is also under discussion, as history provides 

numerous examples of jobs being eliminated due to the automation of various activities (Lacity & Willcocks, 

2017). This situation increasingly necessitates a reevaluation of the teacher’s role in conjunction with the 

continuous development of AI (Fenwick, 2018). Chat Generative Pre-Trained Transformer (ChatGPT) is an AI 

technology that generates conversational interactions based on user commands (OpenAI et al., 2023). Large 

language models (LLMs), like ChatGPT, have been pre-trained on vast amounts of textual data and are thus 
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capable of answering questions with high accuracy, generating text, and performing other language-related tasks 

(Kasneci et al., 2023). In pre-trained LLMs, the quality of the answers generated depends directly on the 

instructions and prompts given by the user (Bsharat et al., 2024). Thanks to ongoing development and training, 

GPT-4 is capable of processing both image and text files to produce textual outputs. 

 

GPT-4 may be inferior to humans in real-life scenarios but demonstrates human-level abilities in many 

professional and academic fields (OpenAI et al., 2023). It is essential to draft guidelines based on which an LLM 

can generate high-quality content. Prompts should be brief and devoid of irrelevant information that could be 

misleading; otherwise, the LLM will provide confusing or irrelevant answers (Bsharat et al., 2024). In the case of 

large-scale prompts, the language model may make reasoning errors, which may stem from inaccurate 

interpretation of the input (OpenAI et al., 2023). The tasks must provide appropriate context to aid the model's 

understanding of the background and scope of the undertaking. Including keywords, domain-specific terminology, 

or the descriptions of situations helps contextualise the model's responses. Language and structure should be 

employed to clearly indicate the nature of the task to the model. In the case of a complex task, it is reasonable to 

specify the desired form or to demonstrate the format and type of the required task (Bsharat et al., 2024). The 

ChatGPT model has shown its potential across various domains, including education (Liu et al., 2023), but it must 

be borne in mind that it does not address large-scale and complex problems in the same manner as a human would 

(OpenAI et al., 2023). In relation to ChatGPT, concerns have been raised about ethical considerations and potential 

negative impacts on assessment practices, scientific integrity, and students’ higher-order thinking skills 

(Farrokhnia et al., 2023). 

 

Different GPT models are used to construct exam questions. However, the construction of multiple-choice exam 

questions is more complex than the automatic item generation (AIG) task, as such questions must be relevant to 

the exam topic, contain a logical question, and provide answer choices, one of which is correct (Mead & Zhou, 

2024). von Davier (2019) and Attali et al. (2022) have previously conducted studies on the construction of 

multiple-choice tests using GPT. von Davier (2019) conducted a study based on GPT-2, and Attali et al. (2022) 

focused on GPT-3. Both studies demonstrated that GPT can be used to generate selective exam content. However, 

the usability of the generated test items depends on several factors, such as the type of item being created and the 

domain. A study by Mead & Zhou (2024) showed that up to 89% of the generated test items were suitable, but 

most of the items still required some adaptation in terms of wording or answer options, such as multiple correct 

answers or no correct answer. It is likely that GPT models will be capable of creating high-level exams and tests 

in the future; however, for the tests to function effectively at present, they need to be revised and validated (Mead 

& Zhou, 2024). 

 

Testing is a common method for schools to measure educational attainment (Wiliam, 2010), and this tradition is 

likely to continue for some time. Computer-based tests have both positive and negative aspects (Bartram & 

Hambleton, 2006). Although there are many different environments for test construction, producing high-quality 

tests can still be difficult and time-consuming, which results in the same questions being reused year after year 

(Roediger & Marsh, 2005). However, AI-based assessment systems can make the assessment process more 

accessible and less time-consuming for teachers (Kersting et al., 2014). The use of AI in education is crucial; it 
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enables students to learn anytime and anywhere, provides various ways of presenting materials, and facilitates 

differentiation according to students' abilities and levels (Alissa & Hamadneh, 2023). According to several 

sources, traditional assessment poses a significant time challenge for teachers and lecturers working with large 

groups of learners (Moreno & Pineda, 2020) and can lead to assessment bias. Computer-based tests also offer the 

advantage of assessment objectivity (Dong & Zhang, 2016).  

 

Multiple-choice tests (MCQs) have been used for a very long time as both a control and a learning tool. The use 

of MCQs in schools and higher education institutions is a widespread trend (Alomran & Chai, 2018), significantly 

saving time spent on feedback (Anakwe, 2008) and reducing the workload for teachers and lecturers. Based on 

various studies, no differences have been observed in the results of paper-based and computer-based tests 

(Hosseini et al., 2014; Hüseyin Öz, 2018; Logan, 2015; OECD, 2010; Piaw, 2012; Retnawati, 2015). Thanks to 

the internet, large groups of learners can now be assessed simultaneously. MOOCs (Massive Open Online 

Courses) have been an excellent example of how the number of learners per teacher can be significantly increased 

compared to the past, and this approach has been successfully exploited (Cubric & Tosic, 2020; Dong & Zhang, 

2016). 

 

Computer-based intelligent tutoring systems are also useful in supporting independent learning, as computer-

supported homework improves learning efficiency (Kehrer et al., 2013). Immediate feedback is one of the major 

advantages of MCQs (Anakwe, 2008; Dong & Zhang, 2016; Hüseyin Öz, 2018). Immediate information on 

whether an answer was right or wrong is also considered feedback. It is believed that learning without feedback 

may not be effective for learners (Laurillard, 1993). In the absence of prompt feedback, learners may not even 

realise that they are making mistakes when solving tasks (Kehrer et al., 2013). However, the presence of feedback 

makes it more likely that students will not repeat the same mistakes (Kehrer et al., 2013; Scheeler et al., 2018). 

 

In an MCQ, at least one of the answer options, known as the “key“, must be correct. One or more response options, 

referred to as “lure responses” and known as distractors, must be false (McNichols et al., 2023; Gierl et al., 2017). 

Generally, MCQs have 3-5 answer options. For instance, Roediger & Marsh (2005) demonstrated that questions 

with fewer answer options resulted in a higher percentage of correct responses, while Rodriguez (2005) argues in 

his meta-analysis that three answer options are sufficient and that an excessive number of answer options do not 

serve the purpose, as they may no longer meet the conditions required of distractors. In the case of MCQs, a 

question should be constructed in such a way that its content is as short, clear, precise, and unambiguous as 

possible (Kelly, 1916).  

 

Creating a large number of distractors for questions becomes time-consuming for the test designer (Gierl et al., 

2017; Hahn et al., 2021). There are several reasons for this. Firstly, incorrect answer options must be plausible 

(Gierl et al., 2017) and target students' most common misconceptions and knowledge gaps (McNichols et al., 

2023). Options should neither be partially true nor false (Kelly, 1916), nor obviously false, to avoid the possibility 

of elimination (Gierl et al., 2017; McNichols et al., 2023). Additionally, it should be taken into account that 

technical and complex wording should be avoided when creating response options (Gierl et al., 2017). Generally, 

it is believed that creating distractors is easier for practising teachers, as their work experience has made them 
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more aware of the typical mistakes made by students (Gierl et al., 2017). 

 

The use of computer-based MCQs serves two main objectives: 1) to support the learning process and increase 

motivation, and 2) to reduce teachers' workload through automated testing. The use of automated tests with 

multiple-choice answers is not very widespread in Estonia, as preparing tasks and answer options is time-

consuming. The discussion around artificial intelligence and its application in education is also increasing in 

Estonia. If AI could generate questions and answer options in Estonian, it would significantly assist teachers in 

their work. This would not only reduce the workload of teachers in terms of task design and assessment but also 

allow them to devote more time to supporting students who need additional help or focusing on their own 

professional development. Additionally, it would make setting tasks to consolidate subject knowledge easier. 

This paper aims to determine the suitability of GPT-4 for generating questions and answer options for MCQs 

using prompts in Estonian on vector topics, and to compare these with questions and answers created by a human 

expert. 

 

The research question that guided the conception of the paper is as follows: 

How appropriate are ChatGPT4-generated questions for multiple-choice questions in a vector task compared to 

human-expert-generated questions? Specifically, do the created questions: 

a) base on all sample types given in the prompt; 

b) have a single correct answer; 

c) have high quality distractors; 

d) provide sufficient information in clear Estonian language; 

e) contain correct syntax used in the Estonian education system. 

 

Method 

 

This research may help shed more light on how AI can be used in education. The primary aim is to alleviate 

teachers' burdens by employing computerised platforms and MCQs to automate testing. In Estonia's educational 

landscape, the adoption of automated tests with MCQs remains limited due to the laborious task of crafting 

questions and answer options. With many educators in Estonia being older and hesitant to embrace digital tools – 

especially in mathematics, where English proficiency is limited—there is a reluctance to utilise computer-based 

programmes. However, if ChatGPT could generate MCQ answer options in Estonian, teachers would only need 

to add the questions and answer options to the test; this would significantly simplify the process. It would lead to 

a substantial reduction in teachers' workload, affording them more time to provide additional support to students 

who require it. 

 

The National Curriculum for Upper Secondary Schools in Estonia, which was accepted in 2011 but the updated 

version of which was approved on 23 February 2023 (Haridus- ja teadusministeerium, s.a), states that students 

can choose between narrow or broad mathematics. The students who choose narrow mathematics study eight 

courses of mathematics during the three years of upper secondary school (one course consists of 35 lessons, 45 

minutes each), and the students who choose broad mathematics study 14 courses of mathematics. The fifth course 
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in broad mathematics is “Vector on Plane. Equation of a line”. According to the national curriculum, a student 

who has completed the course will be able to do the following in relation to vectors: 

1) explain the concepts of vector, unit vector, zero vector, reciprocal vector, vector coordinates, angle 

between two vectors; 

2) add and subtract vectors and multiply a vector by a number, both geometrically and in coordinate form; 

3) find the length of a vector, the coordinates of the midpoint of a segment, the scalar correlation of two 

vectors and apply them to geometry problems; 

4) use the notions of perpendicularity and collinearity of vectors to solve geometry problems.  

(Gümnaasiumi riiklik õppekava–Riigi Teataja, s.a.) 

 

Analyses of the national secondary school mathematics examinations in Estonia show that scores for vector 

problems are among the lowest. For example, according to a national review of the spring 2022 mathematics state 

examination, the vector problem in the broad mathematics exam was the worst of the twelve problems, with an 

average score of 43.1%, while the average for the entire exam was 55.5% (Arismaa, 2022).However, the topic of 

vectors is crucial for science-related subjects in higher education. Students who have taken a broad mathematics 

course and passed the broad mathematics exam are more likely to advance to the next level of education in 

disciplines related to physics, engineering, etc., where knowledge of vectors will largely determine a student's 

academic success. Therefore, the authors of this article believe that vector-related learning in the Estonian 

educational landscape needs support in the form of teaching materials. One of the initial encounters with vectors 

in physics involves velocity and force, which are fundamental concepts of Newtonian mechanics. A significant 

portion of the undergraduate physics curriculum revolves around vector quantities, necessitating students to 

possess a strong understanding of vector concepts from a mathematical perspective. By the end of their first year 

in physics, students are expected to understand the integration of vector fields. Several studies have indicated that 

many students commence university studies with an inadequate grasp of vector concepts (Knight, 1995; Liu & 

Kottegoda, 2019; Nguyen & Meltzer, 2003; Tairab et al., 2020). 

 

This research was based on the 5th course of the Estonian upper secondary school national curriculum, “Vector on 

Plane. Equation of a Line,” from the 10th-grade mathematics textbook (Lepmann, 2011), incorporating theory, 

formulas, and examples of the topic of vectors alongside MCQs from the collection “Testid koolimatemaatikast 

VII Vektorid” (“Tests on School Mathematics VII Vectors”) (Lepmann, 1991). The topic of vectors was 

subdivided into five subtopics: coordinates of vectors, length of vectors, addition of vectors, subtraction of vectors, 

and scalar product of vectors. A total of 29 sample problems were presented across these subthemes. 

 

For each sub-topic, a file was created to provide the necessary background information required to follow the 

instructions. This included the theory of designing MCQs, learning outcomes aligned with the current national 

curriculum, and the theoretical material on vectors based on the 10th-grade textbook (Lepmann, et al., 2011), 

which explained the basic concepts of the vector topic. Each file contained theoretical information, formulas, 

textbook examples, and a selection of MCQs from the collection “Testid koolimatemaatikast VII Vektorid” 

(“Tests on School Mathematics VII Vectors”) by Lea Lepmann, a mathematics didactician at the University of 

Tartu (Lepmann, 1991). It is important to note that the author of the collection also contributed to the textbook 
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used. For each of the five vector subtopics, GPT-4 was used to construct 10 questions with answer options, 

yielding a total of 50 questions with 200 answer options. 

 

In this article, the ChatGPT model GPT-4 (OpenAI GPT API) is utilised, which permits the use of system prompts. 

However, a separate chat was employed in this study to generate the tasks for each sub-theme. At the beginning 

of each chat, the necessary background information (in the form of theoretical materials and sample tasks) was 

uploaded to the system in a PDF file. GPT-4 is more reliable and capable of handling much more nuanced 

instructions than GPT-3.5. Given that the reliable capabilities of GPT-4 are currently limited to text creation, the 

input files only contained tasks presented in coordinate form and did not include questions requiring the geometric 

representation of vectors. Additionally, GPT-4 is capable of processing information from files used as input. 

 

The prompt specified that 10 MCQs had to be created for the given topic, with one correct and three incorrect 

answer options. The incorrect answer options were based on standard errors made by students. For the sub-topic 

of vector coordinates, it had also been previously specified that the stem had to include three types: given vector 

start and end point coordinates, given vector coordinates with start point coordinates, and given vector coordinates 

with end point coordinates. For tasks involving finding vector length, it was specified that the answer options 

could also include the square root, reflecting the authors' previous experience where GPT-4 did not do this 

automatically. In the example problems in the input file, the answer options were followed by a key (k) or a 

distractor (d). Although the prompts did not specify how the tasks should be formatted, it was assumed that GPT-

4 would also mark the correct and incorrect answer options in the output based on a similar system. The study 

was carried out, and the stems and response options generated were analysed by four expert teachers: two of whom 

are practising teachers with at least five years of experience and who are conducting research, a didactic lecturer 

from a university involved in teacher training, and a lecturer who deals with university undergraduate students – 

students whose mathematical knowledge acquired in high school is extended from a higher perspective. 

 

To answer the research questions, expert teachers evaluated the suitability of the tasks created by GPT-4, 

compared them with the sample tasks in the provided file, and analysed the created multiple-choice answers, 

assessing their correctness and appropriateness. For each answer option, the teachers attempted to identify the 

reasoning behind the error that led to each given answer. It is important to note that these are the subjective 

opinions of experts, which were not validated using GPT-4. The answer options and the mistakes identified were 

compared with the answers created by the didactic. 

 

The two expert teachers evaluated the generated items for usability using a 4-point Likert scale, where 1 indicated 

“useless”; 2 signified “requires significant revision”; 3 denoted “needs minor edits”; and 4 represented “acceptable 

as is”. 

 

Results 

 

This chapter gives an overview of the results obtained. The results are presented by vector sub-topics, referring to 

the generated stem and the answer options in each instance. 
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The usability ratings from the two evaluators demonstrated a correlation of 0.870 across all items. The high inter-

rater reliability (r12 = 0.870) can be largely attributed to the fact that the response variants contained only short 

stems and mathematical items, where only syntax and orthography errors (including punctuation) and substantive 

errors could arise. All stems were content-relevant, leading to minimal variation in the experts' ratings, with a 

maximum difference of one point per task. It is important to note that the designed questions did not require longer 

mathematical text in the answer variants, which might have resulted in greater discrepancies among the coders.  

 

Coordinates of Vectors 

 

Based on the given prompt, GPT-4 created a total of 10 tasks, each with one correct and three incorrect answer 

options. GPT-4 utilised two out of the four predefined question types to generate these tasks. Tasks requiring 

additional knowledge on the given topic were left unused. In 100% of the cases, the key was correctly marked, 

i.e., the correct answer option was always present in the output and was marked accurately. According to the 

experts, the tasks were linguistically correct but syntactically typical of the English-language education system. 

The main error across all tasks was the difference in the notation of point and vector coordinates.  

 

In Estonian school mathematics, the coordinates of a point and a vector are separated by a semicolon; however, 

in GPT-4’s output, they are separated by a comma (see Figure 1). This discrepancy is particularly striking because, 

in the example exercises and theoretical materials, the vector coordinates adhere to the rules of Estonian school 

mathematics. The answer options did not indicate whether they were correct (k) or distractors (d). The correct 

answer was presented on a separate line; it was not formatted in the same manner as the example problems in the 

input file. It is important to note that this was the only instance in which GPT-4 failed to meet the formatting 

requirements—the later problems generated by GPT-4 conformed to the formatting rules of Estonian school 

mathematics. Another syntactic error, which occurred in six of the ten generated tasks, was related to GPT-4’s 

failure to distinguish between a point and its coordinates. 

 

 

Figure 1. Example of Generated Questions in Estonian 

 

In the didactic questions, the start and end points of vectors are not always marked with a letter, but GPT-4 always 

marked the points with a letter. In didactic tasks, vectors are always denoted by a letter or endpoints, yet GPT-4 

never marked the vector in these tasks. The tasks generated by the didactician also included stems involving 

position vectors, which GPT-4 did not generate. On the other hand, GPT-4 generated tasks requiring the 

identification of origin coordinates, but there was no such stem in the tasks produced by the didactician. It is 
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important to note that this was required by GPT-4's prompt. 

 

Table 1. Question Types on the Topic “Coordinates of Vectors” 

Question type No. of question Example 

The coordinates of the start and 

end points are given. The 

coordinates of the vector must 

be found. 

1, 2, 7, 8 If the starting point of the vector is 

𝐴(−2,1) and the ending point is 𝐵(3,5), 

then the coordinates of the vector AB 

are: 

 (5, 4) 

 (1, 4) 

 (5, 6) 

 (7, 9) 

Answer: (5, 4) 

The coordinates of the vector 

and the starting point of the 

vector are given. The 

coordinates of the end point of 

the vector must be found. 

3, 4, 9 If the coordinates of the vector are (2,5) 

and the coordinates of the starting point 

are 𝐴(1,1), then the coordinates of the 

end point are: 

 (3, 6) 

 (1, 6) 

 (3, 4) 

 (2, 7) 

Answer: (3, 6) 

The coordinates of the vector 

and the endpoint of the vector 

are given. The coordinates of 

the starting point of the vector 

must be found. 

5, 6, 10 The coordinates of the vector (6,3) and 

the coordinates of the end point 

𝐵(10,5) are given, then the coordinates 

of the starting point are: 

 (16, 8) 

 (4, 2) 

 (1, 1) 

 (5, 4) 

Answer: (4, 2) 

 

All the stems and answers generated were substantially correct; there were no overlapping stems, and there were 

no repetitive answer options. In addition, three different types of stems were generated (see Table 1), with at least 

three tasks of each type, ensuring an even distribution of tasks. The table also provides an example for each 

question type. For one type of task, the distractors were based broadly on the same misconceptions; for example, 

the coordinates of points were added when finding the coordinates of the vector, or a sign error was made in the 
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calculation. The location of the correct answer varied, as did the location of similar errors. The generated answer 

options also included bait answers where the type of error was not obvious. 

 

Length of Vectors 

 

Based on the given prompt, GPT-4 created 10 tasks similar to those created by the didactician. GPT-4 was given 

six sample tasks, two of which had a vector as one of the lures instead of a number. Out of the 10 tasks created, 

this decoy option was never used, although all proposed standard stems were represented. When analyzing the 

distractors, the expert teachers noted that in the case of six tasks, the distractor answers were unclear and therefore 

considered of low quality.  

 

Linguistically, according to experts, all tasks created by GPT-4 were recognized as correct. As mentioned 

previously, the notation of the points and vectors was consistent with the requirements of Estonian school 

mathematics. The vectors were correctly marked, and two correct formats were used: 1) vector marking with an 

arrow and a lowercase letter; 2) vector marking with endpoints and an arrow (see Figure 2). 

 

 

Figure 2. Vectors Marked on Two Correct Format 

 

Furthermore, for this task, GPT-4 generated three different types of questions, all represented in the sample tasks. 

The distribution among the different types of stems was less even but similar to the distribution of the sample 

tasks in the input file (six tasks in total: three of the first type, two of the second type, and one of the third type, 

(see Table 2). There were no repetitive stems and no overlaps with the sample tasks provided by the didactician. 

 

Out of the ten questions created, 30% had a wrong answer option marked as correct. Additionally, there were 

answer options using the square root, which made the answers more realistic. Compared to the vector coordinate 

generation tasks, GPT-4 had issues with the representation of output. In 50% of the cases, the fourth answer option 

was missing (blank), and the fifth answer option was missing a number, but indicated whether the given answer 

option was correct (k) or a distractor (d) (see Figure 3).  

 

The prompts specified that one of the answers had to be correct and three had to be incorrect. If the output is 

copied to a text program, the fourth answer option appears blank, and underneath it, the fourth answer is presented 

without a sequence number (see Figure 3); however, this answer option is not displayed in the GPT-4 output itself. 

Each answer option was labelled as correct (k) or a distractor (d), as had been specified in the file of sample 

exercises. 
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Table 2. Question Types on the Topic “Length of Vectors” 

Question type No. of question Example 

The coordinates of the vector 

are given, the length of the 

vector must be found. 

1, 2, 6, 7, 10 The length of the vector �⃗� = (−2; 4) is: 

 10; (d)  

 2; (d)  

 √20; (k) 

 √15. (d)  

The coordinates of the starting 

and ending points of the vector 

are given. The length of the 

vector must be found. 

3, 4, 5, 8 If 𝐴(3; 2) and 𝐵(1; 4), then |𝐴𝐵⃗| = 

 5; (d)  

 √5; (d) 

 √8; (k) 

 8 (d) 

The coordinates of two points 

are given. The distance 

between the points must be 

found 

9 * The distance between the points 

𝐴(−2; 4) and 𝐵(6;-2) is: 

 √36; (d) 

 8; (d) 

 √80; (k) 

 4 (d) 

 There is no correct answer among the answer options. 

 

 

Figure 3. GPT-4 Output with Faulty Fourth Answer Option 

 

In one instance, GPT-4 provided the correct answer with a square root (√25), but it could have given the exact 

answer (√25 = 5). This answer option can be interpreted in several ways: either GPT-4 has given an incomplete 

answer (although it is mathematically correct), or it can be viewed as an effective distractor to test the learners’ 

attention. In one case, GPT-4 incorrectly marked a wrong answer as correct, while the actual correct answer was 

presented as a distractor. In two instances, no correct answer option was included among the answers, and a wrong 

answer was marked as correct. 
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Addition of Vectors 

 

Based on the given prompt, GPT-4 created a total of 10 tasks similar to those created by the didactician. Of the 

two sample tasks provided, GPT-4 used one as a model. There were no repetitive questions or answer options. In 

the stems, two vectors are given, and the task is to find the sum of these vectors (see Table 3). The vectors were 

correctly labelled – in lowercase with an arrow. It was specified for each answer option whether it was correct (k) 

or a distractor (d), as recorded in the file of sample problems. An important observation was that in the GPT-4 

generated stems the given vectors were labelled with the letters �⃗� and �⃗⃗�, and all the tasks were �⃗� + �⃗⃗�, but in the 

tasks generated by the didactician the labels of the vectors varied (also, for example, �⃗⃗� and �⃗�). In the tasks created 

by the teacher, the addition of a vector was also multiplied by a number (0.5�⃗⃗� + �⃗�). Although this case was 

represented in the sample tasks provided for GPT-4, such operations were not required in the input prompt. 

 

 

Figure 4. Question Numbering in GPT-4 and in Text File 

 

GPT-4 displays the numbering of the questions and answer options incorrectly, but everything is corrected when 

copied to a text file (see Figure 4). At first glance, the types of stems appear similar, but upon closer examination, 

three types of tasks emerged. All of the tasks featured both positive and negative vector coordinates, but there 

were no tasks where vector coordinates were exclusively positive or exclusively negative (see Table 3). 

 

Table 3. Question Types on the Topic “Addition of Vectors” 

Question type No. of question Example 

The coordinates of two vectors are 

given: the coordinates of one vector are 

both positive, the coordinates of the 

other vector are both negative. The 

coordinates of the sum vector of vectors 

must be found 

2, 3, 4, 5, 7, 9 Given vectors �⃗� = (−2; −3) and �⃗⃗� = (5; 1), 

Find �⃗� + �⃗⃗�.  

 (7; −2) (d)  

 (3; −2) (k) 

 (−7; 2) (d)  

 (3; 2) (d)  

The coordinates of two vectors are 

given: the coordinates of one vector are 

both positive, the coordinates of the 

other vector have different signs. The 

coordinates of the sum vector of vectors 

1, 6, 10 If �⃗� = (3; 2) and �⃗⃗� = (1; −1), then �⃗� + �⃗⃗� = 

 (4; 3) (d)  

 (2; 1) (d) 

 (4; 1) (k) 

 (2; 3) (d) 
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Question type No. of question Example 

must be found 

The coordinates of two vectors are 

given: the coordinates of both vectors 

have different signs. The coordinates of 

the sum vector of vectors must be found 

8 Given vectors �⃗� = (−2; 3) and �⃗⃗� = (4; −1), 

Find �⃗� + �⃗⃗�.  

 (6; 4) (d) 

 (6; −4) (d) 

 (2; 2) (k) 

 (−6; −2) (d) 

 

Out of the ten tasks created, 90% were correct, i.e., the correct answer option was marked as (k). In one question, 

one answer option was suggested twice, first as (d) and then as (k) (see Figure 5, answer options 1 and 4). In the 

creation of dummy answers, the main type of error was a notation error, i.e., incorrectly adding/subtracting a 

negative coordinate or adding vector coordinates instead of subtracting them. In terms of linguistic correctness, 

the expert teachers would have presented six out of the ten tasks with more accurate wording; in the same six 

tasks, an orthography error was also detected. 

 

 

Figure 5. Two Repeated Answer Options 

 

Subtraction of Vectors 

 

Based on the given prompt, GPT-4 created a total of 10 tasks, similar to one task created by the didactician. 

However, a total of five sample tasks were presented. There were no repetitive questions or answer options. In the 

stems, two vectors are given, and the task is to find the difference between them. The vectors were correctly 

labelled – in lowercase with an arrow. It was indicated for each answer option whether it was correct (k) or a 

distractor (d), as was the case in the sample exercises in the input file. An important observation was that in the 

GPT-4 generated stems the given vectors were labelled with the letters �⃗� and �⃗⃗�, and all the tasks were �⃗� − �⃗⃗�, but 

in the tasks generated by the didactician the labels of the vectors varied (including, for example, �⃗⃗� and �⃗�) and the 

order of their subtraction was different. The didactician’s questions also contained a multiplication of the vector 

by a number when subtracting (for example 2�⃗� − �⃗⃗�), but although this was present in the sample tasks provided 

for GPT-4, such operations were not required in the input prompt. There are language errors. In 30% of the cases, 

GPT-4 uses “и” instead of “and” in the generated stems, which has the same meaning, but the "и" is in Russian 

(see Figure 6). 
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Figure 6. Language Error “и” in Task 

 

GPT-4 created 10 problems, all with a similar task: given two vectors �⃗� and �⃗⃗�, find the coordinates of their 

intermediate vector �⃗� − �⃗⃗� (see Table 4). Since the main error in subtracting vectors is sign errors, it was decided 

to divide the problems into three, according to the signs of the coordinates of the reducer. 

 

Table 4. Question Numbering in “Subtraction of Vectors” 

Question type No. of question Example 

The coordinates of the two vectors 

are given, the coordinates of the 

reducer are positive. The 

coordinates of the intermediate 

vector �⃗� − �⃗⃗� must be found. 

1, 2, 5, 10 If �⃗� = (1; 2) and �⃗⃗� = (2; 1), then �⃗� − �⃗⃗� = 

 (−1; 1) (k) 

 (−4; 2) (d) 

 (−1; 2) (d) 

 (−2; 3) (d) 

The coordinates of the two vectors 

are given, the coordinates of the 

reducer are negative. The 

coordinates of the intermediate 

vector �⃗� − �⃗⃗� must be found. 

7, 8 If �⃗� = (−1; 2) and �⃗⃗� = (−2; −1), then �⃗� − �⃗⃗� = 

 (1; 3) (k) 

 (−1; −3) (d) 

 (1; −3) (d) 

 (−1; 3) (d) 

The coordinates of the two vectors 

are given, the coordinates of the 

reducer have different signs. The 

coordinates of the intermediate 

vector �⃗� − �⃗⃗� must be found. 

3, 4, 6, 9 If �⃗� = (−2; −1) and �⃗⃗� = (1; −3), then �⃗� − �⃗⃗� = 

 (−3; 2) (k) 

 (−3; −2) (d) 

 (1; −4) (d) 

 (3; −2) (d) 

 

Out of the ten tasks created, 90% were correct, i.e., the correct answer option was marked as (k). In one of the 

tasks where GPT-4 marked the wrong answer option as correct, the correct answer option was marked as (d). The 

creation of the distractors relied on typical errors made by the students, for example, the coordinates of the vectors 

were wrongly subtracted (�⃗� − �⃗⃗� instead of �⃗⃗� − �⃗�) or the coordinates of the vectors were added (�⃗� + �⃗⃗�). There 

were also answer options where one of the coordinates was correct but the other was found using �⃗⃗� − �⃗� or �⃗� + �⃗⃗�, 

or a notation error was made in the calculation. In the case of the individual latching responses, it was not possible 

to understand how the answer option had been obtained. 
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Scalar Product on Vectors 

 

On the basis of the given prompt, GPT-4 created a total of 10 tasks similar to those created by the didactician. 

There were no repetitive questions and no repetitive answer options. In the stems, two vectors are given and their 

dot product has to be found. The vectors were correctly labelled - lowercase with an arrow. For each answer 

option, it was indicated whether it was (k) or (d), as was the case in the sample exercises in the input file. An 

important observation was that in both the GPT-4 generated tasks and in the didactician’s tasks, the given vectors 

were marked with the letters a and b, and all the tasks were �⃗� ∙ �⃗⃗�. Of the ten tasks generated, 80% were correct, 

i.e., the correct answer option was marked as (k). In one task where GPT-4 marked the wrong answer option as 

correct, the correct answer option was marked as (d) (see Figure 7a) and in one task the correct answer option was 

missing (see Figure 7b). 

 

 
 

Figure 7a. Correct Answer Option marked as a 

Distractor 

Figure 7b. No Correct Answer Option 

 

In the majority of cases (80%), the first answer option was marked with (k). In some of those instances, the actual 

correct answer option was marked as false or there was no correct answer option at all. The creation of bait answers 

was based on the types of errors that students had made. The answer options were similar to those generated by 

the teacher. The suggested answer options were integers, square roots, and coordinates (see Table 5). 

 

Table 5. Question Types on the Topic “Scalar Product of Vectors” 

Question type No. of question Example 

The coordinates of two vectors are 

given: the coordinates of one vector are 

positive, the coordinates of the other 

vector have negative values. We need 

to find the scalar product of vectors. 

1, 2, 5, 8, 10 If �⃗� = (3; −2) and �⃗⃗� = (1; 5), then �⃗� ∙ �⃗⃗� = 

 1; (d)  

 -7; (k) 

 (3; −10); (d) 

 √13. (d) 

The coordinates of two vectors are 

given: the coordinates of both vectors 

have different signs. We need to find 

the scalar product of vectors. 

3, 4, 6, 7, 9 If �⃗� = (−4; 2) and �⃗⃗� = (3; −5), then �⃗� ∙ �⃗⃗� = 

 −22; (k)  

 22; (d) 

 (−12; −10); (d)  

 √164. (d)  
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Summary of Results 

 

A summary of the tasks generated by GPT-4 during the study is presented in Table 6. In total, GPT-4 generated 

50 tasks, all of which are essentially correct and could be used either to consolidate the topic of vectors or to test 

knowledge. Of the 29 tasks provided as samples, GPT-4 used 15 (54%) to create tasks similar in content. Out of 

the 50 tasks, 42 (84%) included correct multiple-choice answer options, but only 30 (60%) of them had correct 

syntax and no linguistic errors, allowing them to be used in tests in an unedited form and without further 

modification. 

 

Table 6. Summary of Generated Questions 

Topic 
Suitable 

tasks 

Tasks with suitable answer options 

Correct 

There is no 

correct 

answer 

The correct 

answer 

option is, 

but it is 

marked as a 

distractor 

Correct 

language 

Correct 

syntax 

Coordinates of 

vectors 
10 10 0 0 10 4 

Length of the 

vectors 
10 7 2 1 10 10 

Addition of 

vectors 
10 8 0 1+1* 4 10 

Subtraction of 

vectors 
10 9 0 1 7 10 

Scalar product on 

vectors 
10 8 1 1 10 10 

* In the task marked with an asterisk, the correct answer was given twice, one of which was counted as correct, 

the other as incorrect. 

 

Discussion 

 

The aim of the work was to use GPT-4 to create MCQs that could be used in secondary school mathematics, in 

10th grade, to teach the topic of vectors. The use of MCQs can be a useful way to consolidate and test knowledge. 

Testing has been the main way to check the level of knowledge of learners. However, the use of AI tools could 

make this activity more convenient and less time-consuming for the teacher (Kersting et al., 2014). In this study, 
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a total of 50 MCQs were generated, each question with 4 possible answers where the correct answer had already 

been found. According to the expert teachers, it can be argued that generating the tasks was indeed faster than 

doing it manually. At the same time, it should be noted that other types of tasks, related to AI tools and GPT-4 in 

particular, can be time-consuming for the teacher: creating prompts and arranging theory material and sample 

exercises in such a way that the resulting materials meet the (formatting) requirements of a particular country's 

school mathematics. The same was experienced in the context of this work, where, in the case of the vector 

coordinate finding tasks, the GPT-generated tasks consistently failed to meet the formal requirements of Estonian 

school mathematics. Adherence to the formatting is also of crucial importance when creating such tasks. 

Mathematics is by its very nature a traditional subject with a long history, and rules and conventions vary from 

country to country. In the course of this investigation, GPT-4 erred in formatting, specifically in the notation of 

vector coordinates, separating the coordinates with a comma rather than a semicolon. It can be assumed that the 

AI was following the English formatting requirements here and not the input file provided. Although comma-

separation may be common in some countries, it is confusing for learners in Estonia because the decimal place is 

also comma-separated. Thus, a simple difference in notation can lead to a situation that is unnecessarily confusing 

for the learner and/or requires additional effort from the teacher to change the notation. 

 

In order to lighten the teacher's workload, it would be important that the AI tools used are easy to use and reliable. 

In the course of the work, it became clear that the creation of a prompt was critical. Although comprehensive input 

files were created for the study, the generation of the tasks revealed a number of shortcomings. Some of these 

were obviously related to the prompt that was generated (e.g., it was not specified that each distractor should have 

an explanation of the type of error on which the answer option was based), while there were also errors that the 

authors did not anticipate (e.g., various formatting issues that could have been clear from the input file). Thus, it 

seems that, in order to make creating MCQs with AI more efficient, teachers would need more precise guidance 

on what input information GPT-4 would need in the first place. In the context of this work, reliability was 

expressed primarily in terms of whether the tasks generated were age- and topic-appropriate, and whether the 

corresponding answer options were appropriate, i.e., whether there was a correctly marked correct answer and 

realistic decoy responses. Out of the 50 questions created in the study, GPT erred in marking a total of 8 tasks - 

either the correct answer was not present in the answer options (3 tasks); the correct answer option was present in 

the answers but was marked as a decoy answer (4 tasks); or the correct answer option was presented twice, being 

marked as correct once and the other time as a decoy answer (1 task). Thus, it can be said that GPT-4 was wrong 

16% of the time. Although this is a small percentage, it is still too large an error to be used in class, as it is these 

small errors that are particularly labour-intensive to look for because they require a lot of attention. Thus, the 

authors of the paper believe that it is more important that the AI tools are able to correctly determine the correct 

answer, rather than be more convincing in creating baiting errors. While 84% of cases were satisfactory in terms 

of mathematical content and the provided answer options, experts estimated that due to linguistic and syntactical 

errors, the number of immediately usable MCQs decreased to 60%. 

 

The examples of potential tasks provided to the AI were deliberately selected to avoid requiring assessment at 

higher levels of Bloom's taxonomy. Consequently, we did not need to classify the generated tasks into different 

cognitive levels. However, it is crucial for AI to be capable of considering cognitive complexity, which would 
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necessitate additional input refinement from the teacher. This study serves as a preliminary exploration into how 

ChatGPT-4 can generate educational items. It is anticipated that future iterations of ChatGPT-4 will be more adept 

at generating higher-level tasks with fewer errors, thereby better aligning with the upper levels of Bloom's 

taxonomy. Nevertheless, this study demonstrates that ChatGPT-4 still lacks the stringent rules necessary for 

generating accurate mathematical tasks. With appropriate example tasks, it could potentially produce 

mathematically and linguistically correct outputs. Additionally, it is important to note that, despite the provided 

examples, ChatGPT-4 struggled to generate sufficiently varied tasks. This lack of variety is often a challenge for 

educators, as diverse task phrasing is essential for fostering a deeper understanding of the subject matter. 

It is clear that artificial intelligence today cannot take over the role of the teacher in creating MCQs. The results 

show that GPT-4, one of the most powerful tools of its kind, sticks very firmly to the boundaries given to it by the 

input file. Thus, the tasks are rather monotonic (in particular, for example, in the generation of vector sum and 

vector difference tasks), with no noticeable variability, for example, in the form of simple modifications (labeling 

vectors with different letters, presenting sum and difference in a different order for variation). Care is required 

with regard to the suggested answer options - although AI can easily generate a large number of tasks with multiple 

answer options, the teacher needs to be careful about the quality of the generated answers (it is not guaranteed 

that the correct answer is always included or marked as such) and about the variability (there is a pattern in the 

answer options, e.g., in scalar product tasks most correct answers are given as the first option). The authors do not 

intend to suggest that the use of AI tools for creating multiple-choice questions and enhancing learning is 

unjustified. However, it is crucial that students are not left to learn independently or to assess their knowledge 

using AI-generated tasks that have not been reviewed by a subject matter expert. 

 

Conclusion 

 

In this work, GPT-4 was used to see if it would make creating MCQs easier and faster. It is obvious that the 

evolution of technology has an impact on the educational landscape, and its potential to offer a range of options 

to better organise learning for both the learner and the teacher needs to be skilfully exploited. The most important 

findings are that GPT-4 is able to generate high-quality questions based on the background information and 

examples given in the input file. The questions are on the same level as the tasks created by the didactician, Lea 

Lepmann. The second important finding is that GPT-4 was able to generate answer options, but in 16% of the 

cases the key was missing or was marked incorrectly. It can be seen that GPT-4 is an aid to the teacher, but the 

percentage of errors in generating MCQ answer options is still too high for it to be considered as a substitute for 

the teacher. In the prompt it was stated that the distractors should be based on the types of errors made by students, 

but for some of the distractors it was not clear how they were obtained, making it difficult to accurately assess the 

appropriateness of the responses. However, according to the authors, it is more important for the AI to be able to 

correctly determine the correct answer, as inadequate distractors would do less harm than presenting the wrong 

answer option as incorrect. A third important result is that GPT-4 is able to receive as input and process Estonian-

language learning material, including mathematical formulas and examples. In doing so, it is important to make 

sure that sufficient information about all the requirements is provided in advance in the prompt. 

 

In future work, artificial intelligence experiments should be carried out on the tasks and answer options generated, 
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given the typical errors made by the students, specifying in more detail how the generated tasks should be 

structured and formatted. The appropriateness of the generated tasks and the distractors should then be assessed. 

In addition, input files on typographical errors should be generated for all the mathematics topics related to the 

national curriculum.The limitation of the present work is that GPT-4 requires a paid subscription, but GPT-3.5 

does not support the use of input files. In the research carried out, GPT-4 did provide an output that produced a 

brief summary of the input file, but it is not clear whether this was relevant and necessary for the tasks created. 

 

Recommendations 

 

In the light of this study, the researchers wanted to shed light on the learning and teaching opportunities offered 

by artificial intelligence and test the ability of the GPT-4 language model to generate MCQs. The results showed 

that GPT-4 is capable of generating questions based on Estonian input. Attention needs to be paid to the 

correctness of the answer options generated – whether the answer option marked as the key is actually correct. 

Therefore, it can be said that the AI is not able to replace the teacher and, in the GPT-4 example, MCQ generation 

can become even more burdensome and cumbersome due to the need to create an input file and review the answer 

options. In order to prevent the student from memorising incorrect information after taking MCQ tests, a key 

element here could be the feedback from the answers, which is not limited to correct-or-false feedback, but also 

explains the place or reason for the error for each incorrect answer option. We believe that feedback is an important 

aspect to focus on in future studies. 
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